
Course Title: Time Series Analysis 

Course Code:  CSTA-202 

Semester: VIII 

Credit Hours: 03 

Learning Outcomes 

By the end of this course, students will be able to: 

1. Apply the fundamentals of time series analysis, including stationarity, autocorrelation, 

and model selection. 

2. Operate and implement AR, MA, and ARIMA models, understanding their applications 

and limitations in various time-series contexts. 

3. Utilize the Box-Jenkins methodology for effective time-series forecasting and model 

diagnostics. 

4. Develop and assess forecasting models, applying best practices and accuracy measures to 

real-world data scenarios. 
Unit – I Stationarity in Time Series Analysis 

Special feature of time series data: Mean, variance, Autocorrelation Function, Partial autocorrelation 

Function. Apply the concept of stationarity to the analysis of time series data across various disciplines. 

Differentiate between stationary and non-stationary time series and understand their implications for 

analysis and forecasting. 

Unit – II Time-Series and Regression Models 

Run and interpret time-series models and regression models specific to time-series data. Develop 

proficiency in applying different types of models, such as autoregressive (AR), moving average (MA), 

and autoregressive integrated moving average (ARIMA) models. 

Unit – III Box-Jenkins Methodology 

Use the Box-Jenkins approach to model and forecast time-series data empirically. Identify appropriate 

model parameters and diagnostic checking to ensure the adequacy of fitted models. 

Unit – III Multivariate Time-Series Models 

Use multivariate time-series models such as vector autoregression (VAR) to analyze time-series data. 

Understand the dynamic relationships between multiple time-series variables and the application of 

impulse response functions and variance decompositions. 

Unit – IV Forecasting 

Understand the fundamental principles and techniques of forecasting. Apply various forecasting methods, 

including exponential smoothing, Holt-Winters method, and machine learning approaches. Evaluate 

forecast accuracy using measures such as Mean Absolute Error (MAE), Root Mean Squared Error 

(RMSE), and Mean Absolute Percentage Error (MAPE). Develop and implement forecasting models in R, 

and assess their performance for real-world applications. 
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